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Real-Time Triple Product Relighting Using
Spherical Local-Frame Parameterization

Abstract This paper addresses the problem of real-time ren-
dering for objects with complex materials under varying all-
frequency illumination and changing view. Our approach ex-
tends the triple product algorithm by using local-frame pa-
rameterization, spherical wavelets, per-pixel shading and vis
ibility textures. Storing BRDFs with local-frame parameter-
ization allows us to handle complex BRDFs and incorporate
bump mapping more easily. In addition, it greatly reduces
the data size compared to storing BRDFs with respect to the
global frame. The use of spherical wavelets avoids uneven
sampling and energy normalization of cubical parameteri-
zation. Finally, we use per-pixel shading and visibility-tex
tur_es to remove the r_‘eed for fine tessellations of meshes aIBig 1 Atypical result with the techniques of this paper. Our metho
shift most computation from vertex shaders to more poWcan handle complex materials. Here, bothltbbstermodel and the
erful pixel shaders. The resulting system can render scenf@r are mapped with SBRDFs. lllumination and viewpoint ban
with realistic shadow effects, complex BRDFs, bump mapchanged in real-time. These images ard @4 x 768 resolution
ping and spatially-varying BRDFs under varying Comple)?nd rendered at 15fps to 45fps using an ATl X1900 XTX.
illumination and changing view at real-time frame rates on

modern graphics hardware.

dering for rich lighting effects, such as precomputed radi-
Keywords All-frequency relighting: Precomputed radi-  ance transfer using spherical harmonics by Sleal. [15,
ance transfer Local frame- Spherical waveletsReal-time 16]and all-frequency relighting using wavelets by &tel 8,
rendering 9]. The former allows changing lighting and viewpoint in
real-time, but limited to low-frequency illumination. The later
captures all-frequency lighting effects, but requires a few
seconds for manipulation of lighting and viewpoint. This
paper proposes a method for real-time rendering of objects
with complex materials under varying all-frequency illumi-

Mation and changing view. Our approach extends the triple

plex natural lighting and intricate shadowing effects has m ' .
applications. Conventional approaches could take minu %du.ct approach proposed by Kgal.[9] in the following

per frame to render these effects. Recently, with the advance- o _
ment of graphics hardware, several methods based on pre-The use of local-frame parameterization for shading.

computation have been proposed to enable interactive ren-We change the coordinate system for shading from the
global frame used in previous wavelet-based relighting

1 Introduction
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greatly reduces the data size compared to storing BRDF



in the global frame. Local-frame parameterization hass. Most PRT papers use spherical harmonics as the basis
been used in spherical harmonics-based relighting [1&lnction [5,6,11,15-17]. Using a local frame for shading
For spherical harmonics, it is an obvious choice sinég widely adopted in spherical-harmonics-based PRT tech-
spherical harmonics can be easily rotated and every fumigues [5, 6,15, 17] because spherical harmonics basis has a
tion should just be parameterized in its natural domaigood rotational property. Bump mapping [14] and anisotropic
global for lighting and local for BRDFs. However, forBRDFs [5] can be integrated into spherical harmonics PRT
wavelet-based relighting, a trade-off has to be made whesamework. However, the biggest problem of spherical har-
choosing between global and local frames since rotatiaronics is that it can only represent low-frequency lighting
is not easy for a wavelet basis. Previous wavelet-baseffects and requires a very large number of coefficients when
work [8,9,19-21] uses global-frame parameterizatiomodeling high-frequency lighting. Thus, this restricts the
In this paper, we propose to use local-frame parametanse of spherical harmonics PRT to mostly diffuse-like BRDFs
zation and show its advantages. and low-frequency lighting environments.

— The use of spherical wavelets for avoiding uneven sam-  Wavelet-based and the other all-frequency relighting
pling. Since functions involved in the rendering equaechniques.The use of wavelets as basis enables adaptive
tion, illumination, visibility and BRDF, are all sphericalall-frequency relighting of complex scenes [7-9,19-21].
functions, it makes sense to represent them using sphdowever, most of the up-to-date techniques project spher-
ical wavelets [12] to avoid uneven sampling and energgal functions onto cubemaps. Such an uneven sampling, es-
normalization in cubical parameterization. pecially occurring at corners, needs normalization to keep

— The use of per-pixel shading and visibility textures the energy of the functions consistent. In addition, transport
for efficient GPU implementation. Previous relighting functions (or simply BRDFs) in a global frame require more
approaches require a fine tessellation to capture magpace for storage, and are more difficult to be coupled with
rial and visibility variations over a surface even if théocal-frame shading techniques such as bump mapping. Re-
surface is flat. It is because rendering is performed aently, new techniques have been proposed to model trans-
a per-vertex basis. Instead, we use per-pixel shadingport and lighting functions for more glossy materials [3] or
shift computation from vertex shaders to more powerfiletter performance [18].
pixel shaders for a more efficient GPU implementation. Spherical wavelets.Spherical wavelets have been used
In addition, we sample the visibility functions over a surfor BRDF representation [12], texture processing [13], anal-
face and store them inwasibility texture It allows a fine ysis of fluid flow [10], image-based relighting [22] and other
tessellated mesh to be replaced with a coarse mesh alapglications. Sabrderet al.[12] are the first to introduce the
with a visibility texture. concept of spherical wavelets to graphics community. They

: e demonstrated the potential of using spherical wavelets
With these changes, our system can render scenes Wrendering by representing a partial BRDF defined on

realistic s_hadowin.g effects, complex BRDFs, bump.mappi single hemisphere by fixing the incoming direction. Our
and spatially-varying BRDFs (SBRDFs) under varying co rfpherical wavelets are derived from the studies on the or-

plex illumination and changing viewpoint in real-time o onality of triangular Haar spherical wavelet basis by
modern graphics hardware. Figure 1 demonstrates rende @(%?neau [1] and Nielsoet al. [10]

of a scene with SBRDFs under complex illumination. Not
how the rich lighting effects on the ground depends on the
lighting conditions. ;

We have carefully designed our method so that it is Suﬁ_Algonthm
able for GPU implementation. The resulting system achievigs, qeyelop our algorithm based on the triple product formu-
comparable rendering quality with the triple product wavelghio, introduced by Ngt al. [9] which we describe below
relighting [9] but it is much faster than previous methods. Iy o njeteness and clarity for symbols. This framework is
addition, our method is capable of rendering some effegfSsq on the rendering equation for direct illumination.
that have not been demonstrated before, such as bump map-
ping and SBRDFs for all-frequency relighting. Furthermore,B(X we) :/L(x wi )V (%, w;) p(x, wi wo) (wi -1(x) ) dews, (1)
our method also allows all-frequency material editing such™ o TV e v
as changing the glossiness number in Phong model in a fg#ere B is the radiance function of positionand outgoing
seconds. direction* w,, L andV are the lighting and visibility func-
tions respectively, is the BRDF anadh is the surface normal.
By assuming the lightingd, is a distant illumination function
2 Related Work (environment map) and incorporating the tesmn(x) into

the BRDF function as the functigh Equation 1 becomes

In this section, We briefly review related work in three cat-
egories, precomputed radiance transfer, wavelet-based re- B(x,w,) = / L(w;)V(x,w;)p(x, wi,we)dw;.  (2)
lighting and spherical wavelets. 0

Precomputed radiance transfer (PRT).PRT is an ef- 1 Note thatw, is a function ofx for a given view. Hencew, is
ficient precomputation method for realistic image syntheetually an abbreviation fa, (x).




For a given view, for each positiaty we can infer the corre-
sponding outgoing directions, and calculate the reflected
color B*** py the following triple product integration,
B — / L)V (w)i™ (@)dws, )
2

@) (b)

whereV* is the visibility function for the given positioR;  Fig. 2 Geodesic sphere construction. Staring with the icosahe-
similarly, 5>« is p for the given positionk and the given dron ((a) subdivision level 0), successive levels (b,c)gaeerated
directionw,. As shown by Nget al. [9], by expanding the bé dS.Ubd'V'déng.t”aé‘g'es into four Subgj"""‘.”gleslg a‘?‘?o';img by
spherical functions, V* andj*“-, with some appropriate adding geodesic edges connecting midpoints of originazedg
basis function@ (w),

L(w) = Z LV (w),
V¥ (w) = Z ViU (w), (4) —
P (W) =Y A (W),
k

Fig. 3 Subdivision of a geodesic trianglé into four sub-triangles
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Fig. 4 Scaling and wavelet functions. (a) scaling functiph (b)
Cijk = / T (W) (w) P () dew. (6) type-0 wavelet function); . (c) type-1 wavelet functionp; ;. (d)
Q type-2 wavelet function; ,.

whereL;, V¥ andp, " are coefficients for the spherical il-
lumination, visibility and BRDF functions respectively, Exju
tion 3 can be written in terms of these basis functions,

S ) DY A e / 0, (), ()0 () dew. (5)
i j k £

The above equation is complicated to evaluate because
the triple product integrals. Net al. call these integrals the
tripling coefficients’;;;, as

They have devised and analyzed procedures to evalyate

for different basis functions including points, 2D Fourier

series, spherical harmonics and 2D Haar wavelets [9]. For ] ) )

the relighting application in Equation 5, they use cubem&" spherical wavelets ba_lsed on the thlmal trlangula_r Haar
Haar wavelets as the basis functions and parameterize Bgges [1]. The construction of spherical wavelets relies on
spherical lighting, visibility and BRDF functions using dhe geodesic sphere construction shown in Figure 2. Staring
global frame. In the following, we introduce our extensiondith an icosahedron (subdivision level 0), for each subdi-

of spherical wavelets, local-frame parameterization, per-piXion step, each geodesic triangle is divided into four sub-

shading and visibility textures, to make the original tripl&iangles by bisecting the geodesic edges at their mid-points
product a|gorithm more flexible and efficient. Let TZL-l be thei-th t”angle at the subdivision levelFor level

1, we define the-th scaling functiony! (w) as

3.1 Spherical wavelets
1 1ifwe Tzl

Since the lighting, visibility and BRDF functions in Equa- pi(w) = {0 otherwise
tion 3 are all spherical functions, we choose to use spherical
wavelets [12] as the basis functions to avoid uneven sam-
pling and energy normalization of cubical parameterization ..~ .. ., 141 .
used in most previous work [7-9,19]. We believe that tHeft ;" » Tuit1» Ty @nd Ty 5 be the four sub-triangles
spherical parameterization is a natural and better choice A’ (Figure 3) and the area for each of the twenty triangles
cubical one. Actually, spherical wavelets have been used férlevel 0 equal 1, denoting a& = 1. According the sub-
representing ilumination and BRDFs by Soteret al.[12]. division rule, we haved;,; = ;A;. Hence, the area, of

Many spherical wavelet bases have been proposed, sadhiangle? at levell is equal to4~!. We then define three
as lifted Butterfly basis and Bio-Haar basis. We have derivegbes of wavelet functions associated with the don¥iat



levell as symbol meaning
wj : . . . .
! AR 141 141 141 n, sampling resolution of a lighting function
i,O(w) = ¢y (W) — 804i+1(w) - 994i+2(w) + <P4i+3(w) 7 number of precomputed rotations of lighting
1 41 1+1 1+1 I+1 nyt  sampling resolution of a visibility function
Yin(w) = @4 (W) = Pl (W) + Paiga(w) — iy s(w) ne  number of vertices
I+1 I+1 I+1 I+1 n,°  number of samples for outgoing directions

! _
12(W) = Pa (W) F P (W) = P15 (W) = P 5(W) nZi  sampling resolution of a BRDF function

. . . . Tp number of precomputed rotations of normals
Figure 4 illustrates the scaling function and the wavelet ) number of materials

functions. This set of level-0 scaling and wavelet functions Table 2 Svmbols for storage requrement caleulation
— l l l .

v = {W?oa¢}1,071ﬁ_%1,17¢31,2; i1,00 Vi1 Vi 25 .. } forms y gereq

a basis for spherical functions, whejec {0,1,2,...,20 -

2! — 1}. The seW is an orthogonal basis because

3.2 Local-frame parameterization

/ (W)Y (W)dw = Agbir = 00 To the best of our knowledge, all relighting papers using

2 wavelets [8,9,19] parameterize the lighting, visibility and

/ () (w)dw = 0 BRDF functions with respect to the global frame. That is,
a ' ot the integration domair? in Equation 3 is defined over the

. y global frame and the same for all positiansvhen calculat-

/ Vi (W) p (W) dw = by biir Sy, ing B*-. It is a natural choice to use the global frame since

@ Equation 3 is defined with respect to the global frame. In

whered;; is Dirac’s delta function. Note thak is not or- Such a setting, we only need to store a global lighting func-
thonormal. We could scale the wavelets properly to make th@n. However, each positior has to store its own BRDF

basis orthonormal, but we prefer to leave them unnormé&iinction even if they are made of the same material. It is

ized so that they reflect the underlying energy appropriatelgﬁcause BRDF is defined with respect to the local frame de-

We have derived the tripling coefficients for the sphericiined atx. It requires a lot of storage to store a BRDF func-
wavelets defined above: tion perx considering that BRDF is a 4D function. To save

space, Nget al. [9] precompute several rotated versions of
the BRDF function and use(x) to look up the appropriate
rotated BRDF to be used fot. It is why 5 in Equation 3
epends ox. In this setting, rotating lights is achieved by
rotating and resampling the lighting function on the fly and
changing views only involves using differegtand w, to

Tripling Coefficient Theorem for Spherical Wavelettere,
a tripling coefficient defined in Equation 3 for our spheric
wavelets is non-zero only for the following three cases:

case 1: All three bases are the same scaling function. ook up the BRDF table.
We propose to parameterize these functions using the lo-
/ (W)Y (W) (W) = / WO (w)dw = 1. cal fram_e d_eﬂned for each vertex. With .the Iocal-frame' pa-
Q Q rameterization, when evaluating Equation 3 for a position

x, the integration domain becomes defined over the local

case 2: All three are different types of wavelets at the sanéame, which is established bys normaln(x) and tangent
level with the same index. t(x). Hence, in this setting, Equation 3 becomes

l l l . l 41 X,Wo __ X(w: X(w:) 0% (w: ) dw.
/Q Bho(w)h s (W) p(w) = /Q Hw)dw = 4. B /Q DX () V@5 (wi)des, (7)

x

where(?, is the spherical domain defined ki local frame
F;nde is the global lighting function reparameterizedkis
ocal framé&. Using this parameterization, the object of the
same material can share the same BRDF table. However, the
z z . . ’ » global illumination function needs to be rotated into differ-
/ Vit (W)Y (W) (w)dw = / @i (W)@ (w)dw = 4 ent local frames for different’s during rendering. Unfor-
¢ ¢ tunately, as cubical 2D wavelets, we are not aware of any
/’(/}'li,t(w) é’t(w)quj!t, (w)dw :/ (}92(w)¢£:}t,(w)dw:i4_l? efficient algor_ithm to rotate spherical wavelets. To solve this
Q 2 problem, similar to Nget al’s solution, we precompute a
et of rotated versions of the lighting function by uniformly
ﬁ'mpling Euler angles and usés normal to look up the
groper rotated lighting functioA* when rendering.

case 3:Two are identical wavelets at levéland their do-
main is overlapped with the domain of the third one who
at a strictly coarser levél, i.e. ,I’ <,

where the sign depends on which part the coarser-level
sis overlaps with the other two’s domain. It is not surprisin
that our spherical wavelet tripling coefficients are similar t

2D Haar wavelet tripling coefficients proven by lgal.[9] 2 Note that, while using the same symbbl*(w;) in Equations 3
since spherical wavelets are isomorphic to 2D Haar waveleaisd 7 are parameterized with respect to different frames.




Table 1 Comparisons between global-frame parameterization arad-foame parameterization.

global frame local frame
rendering equation B = L(wi) V> (wi) o0 (wi) dw; BXve = LX(wi)V*(wi)p*° (wi)dw
lighting functionL one copy multiple rotated versions indexed by norngx)
visibility function V' one copy pex one copy pek
BRDF functionp multiple rotated versions indexed by nornglx) one copy per material
storage requiremeht 1" + neny? + npronyony’ Tyt 4 nanyt 4 npneony?

* The storage requirement is estimated without other paeimation and data compression. Related symbols are défirledle 2

In local-frame parameterization, only one BRDF table
is required for a material, but multiple pre-rotated lightings
are required. On the contrast, the global-frame parameteri
zation only needs to store a lighting function but has to store |
multiple rotated BRDF functions. We argue that the local-
frame approach is more storage efficient since it stores mul

would have to store multiple 4D BRDF functions, as indi-
cates by Clarbergt al.[2]. There is only one lighting func-
tion at a time, but there could be several BRDF functions.
Using the symbols defined in Table 2, the storage require-
mentisn;” +n,ny +n,r,nseny for the global-frame ap-
proach andyn;”" + n,ny + nyngens for the local-frame
approach without other parameterization and compressionjg

general(r; —1)n;" is less tham,, (r, — 1)ny°ny", justifying
our choice of the local-frame parameterization. Hence, the
local-frame parameterization greatly reduces the data sizg
of BRDFs and allows us to use more materials. For exam-
ple, we can use spatially-varying BRDF, a composition of e
multiple BRDFs. In addition, local-frame parameterization per-pixel shading

allows us to separate the precomputation of BRDFs from the ) ) )
knowledge of normals. Thus, the precomputation can be p&efd- ?h%ﬂg“fﬁggﬁﬂﬁ gﬁmeﬂaﬁggxﬁ”% Zh:tg'tz% ?Qg d%ﬁ”\;vf?rt"’;e[:fhad
formed separately and it becomes straightforward to appg}gt-shading methods. Closeup rendgerings of the same madte! fr
bump maps. On the other hand, the global-frame approaﬁpher view are shown on the right. Per-pixel shading clegigids
is better for applications which requires dynamic lighting. substantial improvement over per-vertex shading.

To allow for anisotropic materials, we actually sample
the lighting function with both normal and tangent, making
the lighting function a 3D array. Again, it would cause a
larger storage increase to extend global-frame parameterﬁ%p

tion to support anisotropic materials.

roach can be described more precisely in pseudocode:

for each visible trianglgd” do
for each ofT”s verticesx,, x, andxs do
evaluate Equation 7 fax; to obtain its colorB>:

3.3 Per-pixel shading and visibility textures end for

for each pixelp within T" do
Most existing all-frequency relighting approaches evaluate evaluateBP by interpolatingB*!, B*2 and B*3
Equation 7 for each vertex and then interpolate vertices’ end for
colors to rasterize visible triangles. This per-vertex shadingend for



Instead of interpolating colors, we interpolate functions and
use the interpolated functions to evaluate color for each vis-
ible pixel p. Here is a more precise description of per-pixel
shading method:

for each visible trianglg” with verticesx;, xs, x3 do
for each pixelp within 7" do
obtain LP by interpolatingL>*, L*2 and L*s
obtainVP by interpolating’>1, V*2 andV/*s
obtaingP by interpolatings<e x1), pwe(x2) andpeo (xs)
evaluate Equation 7 usingpP, VP, 5P to obtain 3P (a) bragonwith a floor
end for
end for

Analogous to the comparison between Phong shading and
Gouraud shading, per-pixel shading renders more accurate
results than per-vertex shading with less vertices. Figure 5
clearly shows the advantages of per-pixel shading over per-
vertex shading. In addition, per-pixel shading shifts most
computation (Equation 7) from vertex shaders to more pow-
erful pixel shaders. Per-pixel shading also allows us to better
render spatially varying material with mapping techniques
such as SBRDFs, texture mapping and bump mapping.
Another problem with per-vertex shading is that, to ob-
tain fine shadows, the models often have to be finely tessel-
lated. For example, to render very simple geometry such as a
floor (simply a quadrangle), we usually have to subdivide it
into tens of thousands of triangles to have a very high vertex
density on the floor for better rendering. This, however, takes
too much time for vertex processing. For faster rendering,
We propose to use visibility textures to reduce vertex count
required for fine shadows. To create a visibility texture for a
model, we first parameterize the model into a@Dv)-map.  gig. 6 Illustrations and comparisons for visibility textures. eTh
Figure 6(b) shows the mapping between triangles and theodels (a) are first parameterized in a 2D texture space ¢fb) f
resulting map for the dragon model (Figure 6(a)). We use@ragon). Visibility is sampled for each texel of the texture space
Maya to generate this parameterization. Better approach?éy”thes'ze a visibility texture ((c) for the floor and (dy the
. - e ragonmodel). Without visibility textures, models have to be finel
such as geometry image [4] could improve the utlIlza_tlon Ofessellated (e) to have comparable rendering (f), but atioee
texture maps for better results. For each texel of this mapmes slower.
we find its corresponding positiox on surface of the 3D
mesh and compute’s visibility function V*. The result is
a visibility texture map for the original model. In this map; -
each “texel” represents a visibility function for some pos# Implementation
tion over the original surface by storing wavelet coefficients ] ] ] ) )
of the associated visibility function. Figure 6(c) is the visiln this section, we discuss implementation details of our
bility texture associated with the floor in Figure 6(a). At firsiea@l-time triple product relighting system.
sight, this approach seems not too different from highly tes-
selated meshes since we just shift fine tessellation from ver-
tices to texels. However, mapping visibility as a texturerové.1 Precomputation
the surface speeds up rendering 300)% along with per-
pixel shading. One concern about visibility texture is aboult the precomputation stage, we need to compute and store
the possible aliasing problem as most mapping techniqugsherical wavelet coefficients fé< (w;), V*(w;) andp®e (w;)
have to face. Our argument is that one can just use a highEquation 7. For each spherical function, we sample its val-
resolution visibility map to avoid aliasing. In addition, nhes ues at 5120 different;-directions. These directions are gen-
tessellation faces similar aliasing problem as well. erated by subdividing an icosahedron for five levels. Discrete
In sum, to accurately rendering spatially varying matepherical wavelet transform is then applied to these sam-
rials, it requires highly tessellated meshes with per-vertgied values to generate wavelet coefficients for the spher-
shading. On the contrast, per-pixel shading along with vigal function. Thus, in our implementation,” = nY: =
ibility textures renders similar results in a shorter time by = 5120 before data compression. For a lighting func-
using coarse meshes. tion, we precomput&2 x 16 x 32 rotations for32 x 16

(c) floor’s visibility texture

(e) Dragonwith a fine floor (f) rendering




reference adaptive top-only

20 coefficients 80 coefficients 320 coefficients

Fig. 8 A comparison of rendering with different number of coeffi-
cients, 20, 80 and 320.

approach is only worse than the adaptive approach for hard
shadows (wheré” and L happens to have high-frequency
coefficients of the same level at the same place) and specu-
larity (wherep and L matches). But, the top-only approach
is better suited for GPU rendering because of its regular-
ity. Thus, users have to make a trade-off between speed and
Fig. 7 Comparisons between adaptive and top-only strategies. Toguality here.
row shows reference image and renderings, and the bottom row To decide the number of coefficients to store. we have
shows error for each pixel. . . . ’

performed experiments to determine the impact of number
on rendering quality. In general, we found that rendering
with 80 or 320 coefficients gives sufficient quality with real-

different normals and?2 tangent angles by uniform sam-lime performance. Figure 8 shows a comparison. After such

pling, thus; = 16384. For each material, we samples x & reduction, typical storage usages for lighting and BRDF

64 w,-directions, i.ense — 8192, Hence, excluding stor- a}relll.SMB/46.lMB and 7.2MB/28.6MB (80/320) respec-
vely.

age requirement for visibility, local-frame parameterizatio X _ L _
would require roughly 170MB (without anisotropic mate- Since all the rendering computation is performed in GPU,
rials) and 480MB (with anisotropic materials) before dat® order to accelerate the rendering pipeline, all the textures

compression. On the contrast, global-frame parameteri#4¢ quantized to 8-bit RGBA, and tiled so that their sizes are
tion requires 82GB without anisotropic materials using foROWers of two in order to enable hardware-based linear inter-

mulas in Table 1. polation. For visibility texture, the texture size of per-varte

. interpolated visibility depends on the number of vertices, a
F_ortunately, not al coeff!ments n_ee_d o be stored. To d 096 x 4096 texture (maximum size) can support up to 204K

termine a strategy of selecting coefficients to store, we have.. . -

: : : . . vertices. The size of the visibility texture depends on the UV

experimented with two different strategies. The first one solution of the model. We usd 824 x 1024 x 128 3D tex-

adaptive, storing the: largest area-weighted coefficients for all Its i th'.

The second one is called top-only strategy, storing only tﬁ%re or all resulls In this paper.

n coefficients in the top level. Figure 7 shows a comparison

for them in terms of mean square errors. We have found that,

in general, the adaptive approach is better than the top-oAlg Rendering

approach, but not by much as longrass sufficiently large.

The reason why both have similar performances could Bdven the textures generated at the precomputation stage,

explained by the tripling coefficient theorem for sphericdb render atx, we usex’s normaln(x) and tangent(x)

wavelet in Section 3.1. It implies that, for a triple produdo look up nearby lighting functions and obtain coefficients

to contribute, at least two of lighting, visibility and BRDFL by interpolating coefficients of nearby lighting functions.

functions must carry coefficients at the same level of detaifsimilarly, we can retrieve coefficient§* andp;* from the

Since there is no way to predict where high-frequency patte corresponding textures, and then apply the triple product

will coincide during precomputation, most high-frequencglgorithm to evaluate Equation 7.

coefficients are actually wasted because the other two func-In our framework, spatially-variant BRDF can be ren-

tions do not necessarily store high frequency there. Hendeyed easily by a linear combination of coefficients from two

other than few occasional matches, storing top-level coelifferent BRDF textures. It is also very simple to implement

ficients first is a reasonable approach since they represdntmip mapping with local-frame parameterization by rotat-

more energy and are more likely to contribute. The top-onigg the lighting function the same amount as the bump map




Fig. 10 Rendering with spatially-varying BRDF. Both tiiragon
model and the floor are mapped with SBRDFs and the scene is il-
luminated by theJffizi Galleryenvironment map with different ori-
entations.

- - 1 : 1 !
purely diffuse glossiness=16 glossiness=256

Fig. 9 Material editing of a glossyBuddhain Grace Cathedral
The Buddhamodel is rendered using Phong model with different
glossiness numbers. The bottom row shows closeup viewg obh
row. Our system allows changing parameters of BRDFs by sagpl
new BRDFs on the fly in a few seconds.

indica_tels-. NOte that this is not a physically ‘?OffeCt Sc)IUtionFig. 11 A sphere rendered with Ward’s anisotropic BRDF with
The visibility function should rotate accordingly but can'ta, = 0.1 anda, = 1.0. The image on the left is illuminated
get rotated easily. However, in practice, we found this apdy an area light source while the image on the left is illurtedzby

proximation works well visually. the Grace Cathedraénvironment map.
Model number ofvisibility textureinterpolated visibility
5 Results vertices [ 80 320 80 320
Dragon 25k 97.4 | 38.4 215 8.5
: P XYZRGB 50k 46.6 | 16.9 14.7 6.9
Rendering was performed and timings were collected on a|"g ' q4na| 50k 435 | 176 151 68

machine with Intel dual core Pentium D 3.2GHz with 2GB
memory and an ATl X1900 XTX with 512MB graphics mem-aple 3 Frame rates (in fps) of rendering models in this section
ory. The rendering resolution i$24 x 768. Table 3 lists the with different numbers of coefficients and visibility estition ap-
average rendering speed under different settings for waveRpaches.

coefficients and visibility estimation. The ‘visibility texre’
column, reports frame rates using visibility textures, whil

the ‘interpolated visibility’ column reports frame rates og't'ons' Figure 13 shows complex shadowing effects from

rendering with estimated visibility by interpolating visiil multiple area light sources. Finally, Figure 14 demonstrates

ity functions of nearby vertices. in the case of interpolatdf® combination of these effects.
visibility, a floor of 26K triangles must be used to provide
comparable shadow effects.
Our system allows real-time rendering of objects with Conclusions and Future Work
complex materials. Figure 9 shows the results of a glossy
Buddha with different glossiness settings. Note that our sy&ke present extensions to the triple product all-frequency re-
tem could support interactive material editing. After adjustighting method based on spherical wavelets, local-frame pa-
ing parameters of BRDFs, it typically takes 2 to 3 secondameterization and per-pixel shading. The resulting render-
to resample the edited BRDF. Figure 10 demonstrates theiafy algorithm, which is implemented purely on GPUs, has
fects for spatially-varying BRDFs under two different lightreal-time performance and per-pixel rendering quality. With
ing conditions. Figure 11 shows the rendering of Wardthis configuration, we achieve comparable quality to the pre-
anisotropic model. We use a sphere as the model to clearigus triple product work [9], but two orders of magnitude
demonstrate the effects of anisotropic models. Figure 12 diaster. There are several interesting research directions we
plays bump mapping effects under two different lighting comsant to explore:




1.

2.

4.
Fig. 12 Bump mapping. The floor is mapped with a wave bump
map and illuminated by thérace Cathedraénvironment map with
different orientations.

10.

Fig. 13 TheBuddhamodel is illuminated by a set of multiple area
light sources from three different orientations and castslews on

the ground. 11.

12.
— Solution for rotating coefficients, continuous spher-
ical wavelets and other basis functionsTo solve the
rotation of lighting coefficients would be the most usel3-
ful. We could use repeatable property of icosahedrons or
seek for some continuous spherical wavelets which hatie
the same rotational property as the spherical harmonigs
do. '
Integration with bi-directional texture functions. A
bi-directional texture function (BTF) describes spatidls.
variation of different 4D transport functions; it captures
effects such as self-shadowing and self-occlusion. To the
best of our knowledge, currently there is no truly all*’-
frequency relighting algorithm for BTFs. We would like
to investigate the possibility to integrate the 6D BTF intgg.
our rendering framework.
Interactive material editing. Our framework is capable
of changing BRDF parameters on the fly. Currently, #9.
takes a couple of seconds to do so. With proper approxi-
mation and help of GPUs, itis possible to make materi%
editing more interactive.
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Fig. 14 Rendering results of objects with complex materials undféerént viewing and lighting conditions. Both t#YZRGB Dragon

model and the floor are mapped with SBRDFs. In addition, trer fobump mapped.
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